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Using the example of the Au�111� surface state, the hole inelastic lifetime in a two-dimensional electron
system with spin-orbit interaction is investigated within the GW approximation. It is found that taking the
spin-orbit interaction into account does not have a significant impact on the surface-state linewidth as a
function of energy: for a given binding energy the two spin-orbit-split branches have nearly the same lifetimes.
This trend is also observed in angle-resolved photoemission measurements. It is predicted that noticeable
differences in the lifetimes of the split branches can be induced by tuning the strength of the splitting and the
position of the Fermi level.
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The use of the electron’s spin instead of its charge for
information processing is the basis of spintronics and holds a
number of promises, e.g., for fast, low-power devices, and
quantum computing.1 An important phenomenon in spintron-
ics is the lifting of degeneracies by the spin-orbit interaction
�SOI�, in particular, for quasi-two-dimensional electron sys-
tems which lack inversion symmetry.2–4 Recently, this field
has witnessed the prediction and discovery of novel effects
associated with the SOI, notably the �intrinsic� spin-Hall ef-
fect and the quantum spin-Hall effect.5–11 An essential ingre-
dient of these effects are carrier transport properties, natu-
rally including inelastic carrier lifetimes. There have been
previous speculations12 and qualitative observations13 that
the SOI-induced splitting of bands can severely influence the
electron and hole dynamics but quantitative investigations
are so far lacking.

In this Brief Report we give a quantitative discussion of
the hole lifetimes in a two-dimensional electron system
formed by surface-state electrons, where the SOI-induced
splitting exists due to the presence of the surface barrier.
Using the example of the Au�111� surface state, we investi-
gate both theoretically �GW calculations� and experimentally
�angle-resolved photoemission �ARPES�� how the splitting
influences the lifetime of holes in the split bands.

ARPES has revealed a small splitting in the free electron-
like surface state of Au�111�, which originates from spin-
orbit splitting.14–18 The electronic structure for this and simi-
lar states is sketched in Fig. 1.

The free electronlike parabolic character of the energy
dispersion is evident, however the SOI introduces an addi-
tional term which is linear in k and results in the splitting
into an inner and outer branch �Fig. 1�a��. The bandwidth of
the state can be divided in two regions, I and II. Region I is
the energy interval between the bottom of the bands ER and
the energy of the band crossing �0. In this region only the
outer branch exists, the density of states �DOS� has a singu-
larity at ER �Fig. 1�b��, and a constant energy surface above
ER contains two circular features with the spin direction ro-
tating in the same sense �Fig. 1�d��. Region II covers the

binding energy ranging from �0 upward. Here the DOS for
the inner and outer branch are different but their sum equals
the DOS for the case without SOI. A constant energy surface
also shows two circles but with the spin rotating in the op-
posite directions �Fig. 1�c��.

Alone from these simple DOS considerations, one could
expect that the lifetime of a hole at a given binding energy
should depend on the branch the hole is in. There is, for
example, a larger number states with like spin on the outer
branch to fill a hole on the inner branch than vice versa.
Within the GW approach, we show, however, that the differ-
ence in DOS, along with the factors accounting for the rota-
tion of the spin-quantization axis, ensures equal phase spaces
for holes at the same binding energy but in different
branches. The remaining, not DOS related, difference be-
tween calculated branch lifetimes is small for this particular
system, as confirmed by ARPES measurements of the
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FIG. 1. �Color online� �a� Band dispersion in the quasi-two-
dimensional system with SOI. The different colors, blue/dark gray
and red/gray, denote the inner and outer branches of the spin-orbit-
split dispersion. The light gray curve corresponds to the case with-
out SOI. Regions I and II are explained in text. �b� DOS in the inner
�blue/dark gray hatched area� and outer �red/gray hatched area�
branch and in the case without the SOI �light gray area�. �c� and �d�
Constant-energy surfaces with spin directions for regions II and I,
respectively.
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Au�111� surface state linewidth. By tuning the band structure
and SOI, however, much stronger differences can be gener-
ated.

To make the GW calculations feasible, we use the one-
dimensional potential model.19 We start with the single-
particle states

�kn
s �z,r�� =

1
�2

�n�z�eikr��ise−i�k

1
� �1�

and the corresponding energies

Ekn
s = �n +

k2

2mn
� + s�n	k	 . �2�

Here, s=� defines the inner �+� and outer �−� branch for
each nth band, which is characterized by the effective mass
mn

�, the Rashba parameter �n, and the real eigenfunction
�n�z� and eigenvalue �n of a one-dimensional Schrödinger
equation. With such a set 
�kn

s ,Ekn
s �, within the random-

phase approximation �RPA�, we arrive at the irreducible po-
larizability
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where fkn
s+ = fkn

s and fkn
s− =1− fkn

s with fkn
s being Fermi factors,
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ss� = 1

2 �1
+ss� cos��k−�k+q�� the mentioned factors reflecting the ro-
tations in spin space. The obtained P0 determines the RPA-
screened interaction W through the standard relation �see,
e.g., Ref. 20�. This screened interaction, in turn, allows us to
calculate the GW self-energy matrix elements
��kn

s 	�	�	�kn
s �. For holes �	�EF�, the imaginary part of

these elements reads as
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where ��x� is the step function. Finally, the inverse lifetime
�the linewidth� is defined as �kn

s =2	Im��kn
s 	�Ekn

s �	�kn
s �	.

Since we are interested in the surface-state linewidth, we
examine �kn

s for n=0 that in our calculations corresponds to
the surface state. To reproduce the Au�111� surface band
structure, we take �0=3.5118�10−11 eV m,15,16 m0

�=0.28,
and �0=−474.5 meV.20 A variation in these parameters
within the spread that exists in the literature has no visible
effect on final results. For n corresponding to the bulk occu-
pied states, �n=0, and the effective mass mn

� is band depen-
dent, changing gradually from 0.21 at the gap edge to unity
for deeper bulk states.20

Figure 2�a� shows the resulting �k0
s as a function of mo-

mentum for both branches of the spin-orbit-split surface
state. Originating from the same point at k=0, the curves �k0

+

and �k0
− show practically the same momentum dependence

with a shift of 2kR=2m0
��0, as expected from the relationship

E�1+2kR/k�k0
− =Ek0

+ . Using Eq. �2� the k-dependent �k0
s can be

converted into a energy-dependent one which is shown in
Fig. 2�b�. In this way it can be seen that the linewidth shows
a negligible branch dependence. We have found the devia-
tions to be within �1%, the largest of which occur in the
energy range shown in the inset of Fig. 2�b�.

The behavior of �k0
s should be observable in the linewidth

of momentum distribution curves �MDC� measured by
ARPES.21 An MDC is a k cut through the spectral function

A0�k,	� =
1



�

s

�k0
s /2

�	 − Ek0
s �2 + ��k0

s /2�2 . �5�

at a fixed energy 	. We expect peaks at the k values corre-
sponding to the dispersion of the inner and outer branches.
The linewidth �k0

s in the vicinity of these k values gives the
k widths of the peaks. The dashed lines crossing Figs.
2�a�–2�c� indicate that the k widths of the peaks of both
contributions should be practically the same. In the total
MDC the inner peak can appear to be higher and wider. This
is also observed in the experiment and the reason is dis-
cussed below. As to region I, the splitting for Au�111� is so
small that the peaks cannot be resolved.
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FIG. 2. �Color online� �a� Calculated 	k	 dependence of the
Au�111� surface-state linewidth �k0

s ��0=0 corresponds to the case
without the SOI�. �b� The same linewidth as a function of binding
energy. Inset: magnification of the linewidth data in the vicinity of
the border between region I and II. �c� Modeled MDC �separately
for each branch and in sum� at a binding energy of 400 meV. �d�
and �e� Sketch of Fk,q

ss� entering Eq. �4� on a constant-energy surface
for regions II and I, respectively. �f� Calculated energy dependence
of �k0

s for a hypothetical surface state with EF��0 and the Au�111�
Rashba parameter �0 �open circles and squares� as well as 2�0

�filled circles and squares�. Inset: band dispersion of the surface
state for the two cases.
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The obtained results can be understood if one notes that
Eq. �4� differs from the spin-degenerate case by the factors
Fk,q

ss� and the split energy dispersion. The factors govern pos-
sible scattering processes while the splitting causes different
transition momenta to be involved in intrabranch and inter-
branch scattering. Figure 2�d� shows that in region II a hole
on the top of the inner circle or a hole on the bottom of the
outer circle can be filled by the electrons from states of the
bright areas at the energy in question and from the similar
areas at higher energies up to EF. Taking into account the
densities of such states �see Fig. 1�b��, we can infer that the
resulting phase space for both branches is the same and equal
to that in the nonsplit case. Remaining differences in line-
widths can solely arise from the splitting through the k de-
pendence of Im W�k ,	�. In the SOI-induced energy region I,
which contains the outer branch only, the difference between
lifetimes of holes in the inner and outer circle �Fig. 2�e�� is
also caused by the mentioned k dependence. An analysis has
shown that for both regions the difference grows with in-
creasing �0. Moreover, at a fixed Rashba parameter the dif-
ference caused by the splitting becomes significant when the
region I is approaching the Fermi level. Figure 2�f� repre-
sents our results for an extreme situation of the hypothetical
surface state with EF��0. Note that for such a system one
can effectively tune the lifetime through the Rashba param-
eter by changing an applied electric field.

The theoretical predictions for region II can be verified by
ARPES. In particular, it should be possible to check if the
two branches of the dispersion have practically the same
width at a given energy for the Au�111� surface. ARPES data
were taken at the SGM-3 beamline of the synchrotron radia-
tion facility ASTRID in Aarhus.22 The combined energy res-
olution of beamline and analyzer was better than 10 meV, the
experimentally determined k resolution was 0.004 Å−1. The
sample temperature was �60 K. The Au�111� surface was
prepared by standard methods.14,15,23

Figure 3�a� shows the photoemission intensity from the
Au�111� surface state. The data reported here compare well

to earlier findings.15,23 The linewidth of the surface state in
an energy distribution curve through �̄ is 48 meV and
thereby somewhat larger than the lowest reported value �at
T=30 K� of 27 meV.15 The difference is attributed to the
higher temperature and defect scattering due to surface im-
perfections. The two branches of the dispersion, on the other
hand, are better resolved than in Ref. 15, due to the higher k
resolution here.

Figures 3�b� and 3�c� show MDC fits at two different
binding energies: 0 and 400 meV. For the fit a Voigt function
was employed to account for the finite k resolution. Figure
3�d� shows the resulting energy-dependent linewidth for the
two branches obtained from the MDC fits and the dispersion.
At low binding energies ��200 meV� both branches have
approximately the same linewidth but their absolute value is
higher than the theoretical value. This can be explained by
phonon and defect-mediated decay, neither of which is in-
cluded in the calculation. In the present case both are ex-
pected to be approximately independent of energy. Both
branches are also found to be slightly narrower at higher
binding energies, a well-known effect in ARPES in the pres-
ence of defect scattering.24,25 At binding energies
�200 meV, pronounced differences between the branches
are observed. The outer branch follows the expected trend
but the inner branch broadens significantly. This behavior
disagrees qualitatively with the theoretical prediction.

The cause for the disagreement is that the usual approach
to ARPES data analysis is not well suited here. So far, we
have tacitly assumed that an MDC cut through the spectral
function can be treated as a sum of Lorentzian lines, Eq. �5�,
permitting the extraction of the linewidth. Strictly spoken
this is only correct for a linear dispersion of the state and
invalid near the bottom of the band. This can already be seen
in the fits of Figs. 3�b� and 3�c�. Near the Fermi energy the
data can be fitted well but at 400 meV the fit is visibly
poorer, especially for the inner two peaks and the back-
ground between them. The reason is the finite energetic
width of the states near the bottom of the band which in-

FIG. 3. �Color online� �a� Photoemission in-
tensity from the Au�111� surface state �h�
=16 eV�. �b� and �c� MDC cuts through the data
in �a� at binding energies of 0 and 400 meV, re-
spectively, together with a fit to the data. �d�
Linewidth from fits as in �b� and �c�. �e� Magni-
fication of the data in �a�. �f� Result from a fit of
a two-dimensional calculated spectral function to
the data shown in �e�. �g� Linewidth from the
two-dimensional fit shown in �f�. Light-colored
areas represent the uncertainties.

BRIEF REPORTS PHYSICAL REVIEW B 80, 113402 �2009�

113402-3



creases the background in the center of an MDC taken at
higher binding energies.

This qualitatively explains the poor fit at higher binding
energies but it does not allow us to decide if the different
linewidths are solely caused by this effect. To this end, we
devise an alternative way of analyzing ARPES data which
goes beyond the well-established approach of fitting one-
dimensional MDCs. Rather, we attempt a two-dimensional fit
to a measured image with a resolution-broadened spectral
function, constructed of two branches with the form �5�. This
spectral function is entirely described by the state’s disper-
sion, intensity, and self-energy. The energy-dependent inten-
sity and the dispersion are higher-order polynomials with
parameters left free in the fit, in order to account for nonpa-
rabolicity, image distortions, and an energy dependence of
the photoemission matrix element and analyzer transmission
function. For simplicity, we assume a linear energy depen-
dence for the self-energy, i.e., the linewidth. This two-
dimensional fitting scheme turns out to be very stable be-
cause of the large number of data points and the relatively
small number of parameters.

Figures 3�e� and 3�f� show the subset of the data used for
the fit and the result of the fit, respectively. Apart from the
noise in the data, they are virtually indistinguishable. The
most important result is that the line half widths in Fig. 3�g�
are very similar for both branches. This result confirms that
the difference seen in the simple analysis using MDCs, Fig.
3�d�, is an artifact. We can therefore conclude that there is no
experimental indication for a difference in lifetime between
the two branches. Moreover, this result indicates that the
theoretical prediction of negligible difference between

branches of Au�111� also holds in the presence of electron-
phonon and electron-defect scattering.

In conclusion, we have theoretically discussed the effect
of spin-orbit interaction on the lifetimes in a two-
dimensional electron system and have illustrated this by the
case of the Au�111� surface, that is a system dominated by
the region II in the dispersion. We have demonstrated that at
a given binding energy the hole lifetime is practically inde-
pendent on the branch of the spin-orbit-split surface state.
This is confirmed by ARPES data from Au�111� but only if a
fitting procedure is employed which directly analyzes the
two-dimensional spectral function rather than cuts through it.
We have also shown that the difference between the line-
widths of the two branches can arise solely from the k de-
pendence of Im W�k ,	�. For a region I dominated system,
noticeable deviations in the lifetime are predicted and it can
be expected that applied electric fields would not only influ-
ence the size of the splitting but also the lifetime of the states
in different branches. The effects predicted here should be
observable in systems with much stronger splitting which
pushes states toward the Brillouin-zone boundary12 or in
cases where the SOI and occupation can be designed at
will.26
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